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Abstract


A theoretical analysis is presented about the performances of a series of four different algorithms for digital lock-in thermography: standard lock-in method, 4-bucket method, variance method and least-squares method. The precision on the amplitude and on the phase lag is evaluated vs. the number of integrated images, depending on the input noise level, on the actual signal amplitude and on the quantization level.

1. Introduction


In the eighties-nineties some attempts were made to adapt conventional lock-in procedures to thermography so that modulated thermal fields could be controlled, i.e. the so-called thermal waves. Pioneering work was performed at Reims and Marseille Universities [1, 2]. Real-time lock-in thermography was later reported [3-5]. Other works later pinpointed some peculiarities originating from the sampling nature of signal collection: the existence of forbidden frequencies and of "alliasing collision frequencies" [6, 7]. Two other important lock-in thermography methods emerged a few years ago: the 4-bucket method [8] and a statistical method [9, 10].


It was not until mid-nineties before a series of commercial instruments were proposed to perform multiplex lock-in thermography. One can mention the Agema Thermovision® 900 monodetector cameras [11] (4-bucket method), the Cedip FPA cameras [12] and the DeltaTherm™ 1000 FPA camera from Stress Photonics.


Our purpose was to analyse the performance of some algorithms suggested for lockin thermography. Basically the lock-in thermography system collects a given number of images 

 wherefrom an amplitude and a phase lag are calculated for each pixel. It is expected that the standard deviation for amplitude and phase decreases as 

. Our objective was to evaluate in more details the noise reduction for the following algorithms:


1- standard lock-in method (SLIM) [3-5, 13]
3- variance method (VM) [9, 10]


2- 4-bucket method (4BM) [8, 11, 13, 14]
4- least squares method (LSM) [2, 13]


Preliminary comparative results for SLIM, 4BM and LSM were already published [13]. They showed in particular that for SLIM it is important to first subtract the mean level from the signal before any other computation (this procedure was since then implemented in Cedip lock-in systems).

2. Compared algorithms

2.1. Standard lock-in method (SLIM)


It relies on the multiplication of the signal 

 by the in-phase and in-quadrature reference signals 
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 and then on separate summation of these results in 

 and 

:







(1)


Amplitude 

 and phase 

 of the component of 

 which is at frequency f are obtained from:







(2)

2.2. The 4-bucket method (4BM)


The signal is sampled at four times the reference frequency and the results are respectively averaged in 

...

. Amplitude and phase of the signal are obtained by:







(3)


Basically the driving phenomenon (sample heating, mechanical constraints, ...) is monitored by the camera itself at 

 where 

 is the camera scanning frequency [8]. Faster phenomena modulated at 

 or at 

 can be analyzed through undersampling [13]. On the opposite, for very low phenomena, integration of all the images contained in one quarter [14] or one half [13] of camera period is of course advisable (expression for the amplitude in (3) should be accordingly modified). For the remaining we will only consider the case of a modulation at 

 with 

.

2.3. Variance method (VM)


This method requires no reference signal, eliminating by this way any synchronization constraint. It however only provides information on the amplitude. Assuming that the noise of the instrument and the useful signal are uncorrelated, and that the thermal modulation is sinusoïdal, its amplitude is given by 

 where 

 is the experimental signal variance and 

 the noise variance. As only estimates can be obtained for both variances, we used the modified expression: 

.

2.4. Least squares method (LSM)


We developped this method for processing the IR films obtained with our monodetector or FPA cameras. No synchronization is required between the camera and the driving phenomenon. Best results are obtained with the FPA camera as in that case we simultaneously record the reference signal for precise timing.


We calculate the amplitude and the phase of a sinusoïdal signal perturbed by noise by minimizing the square difference between the experimental signal and the theoretical one. In addition to 

 and 

 we need to accumulate the phase and quadrature reference functions in "buffers" 

 and 

, the reference functions with double pulsation in 

 and 

, and the signal itself in 

 (e.g.: 

). Their presence is due to the fact that the number of images does not necessary correspond to an integral number of periods.

Phase and amplitude are retrieved through:




(4)





(5)

with:



(6)


One important point is that SLIM, VM, and LSM present the same « forbidden » frequencies which are the multiples of the Nyquist frequency 

. By introducing 

 the fractional part of the division of 

 by

, 

 should not be too close to 0, 0.5 or 1.

3. Monte-Carlo simulations


The performances of these algorithms were evaluated through Monte-Carlo simulations. The discrepancy between the actual amplitude and phase lag of the pure signal and their counterpart obtained by lock-in were calculated on a statistical basis: a large amount of virtual experiments (from 500 to 12500) were repeated by randomly setting the absolute phase values of the signal and of the reference. For SLIM and LSM the frequency was also randomly selected (this selection was performed on the <f> value by choosing it 0.05 away from the « forbidden » values 0, 0.5, and 1). Gaussian noise was added to the pseudo-experimental « analogic » signal. Then a A/D conversion was simulated. The different algorithms were applied from this stage on.


Different values were considered for the true signal amplitude and for the noise standard deviation before the A/D conversion. These values were selected with reference to the interval between two levels of quantization (in digit numbers). This allowed us to analyze the lock-in efficiency in the case of moderate and low S/N level, in the presence of "crude" or "fine" A/D conversion.


The standard deviation of the phase lag vs. the number of images 

 is in fig. 1. The standard deviation of the amplitude (output noise) was ratioed with the input noise level to obtain the noise attenuation factor of the considered lock-in algorithm (fig. 2).

4. Results and discussion


There are marked differences between the four algorithms. The lock-in efficiency improvement with the increase of the number of images depends on the chosen method. Furthermore, the fact that the input noise is larger or lower than one digit level can have high impact on the results. One can notice the following behaviours.


For the standard lock-in method (SLIM ) the 

 trend of the noise attenuation factor is only observed when the signal amplitude is low (less than 10 digits when the input noise level is of 3 digits). The filtering capability of the lock-in approach worsens as the amplitude rises. This is particularly effective for low input noise (0.3 digit level). Efficiency loss is also observed for the phase: in the case of high signal amplitude the phase st. dev. is higher than with other methods. These shortcomings are due to the fact that the expressions (3), (4) are only approximate.


The noise attenuation factor shows a lower limit for 

 in the case of low amplitude and low input noise. This behaviour is anyhow observed for all methods. It is a consequence of the quantization procedure.


The 4-bucket method (4BM ) presents good results in the case of 3 digits input noise. For 0.3 digit input noise a lower limit for the noise attenuation factor is now observed for any signal amplitude value. A similar levelling-off is also observed for the phase st. dev. decrease.


The Variance method (VM ) presents several shortcomings. Noise attenuation factor in the case of high amplitude signal reaches standard values only for high 

 values. On the opposite, for low amplitude signals, the noise attenuation trend is never as steep as 

.


The Least squares method (LSM ) presents nearly ideal results: the noise attenuation factor and the phase st. dev. are always like 

 if one excludes a saturation of the first parameter for low signal amplitude and low input noise.

5. Conclusion


Theoretical simulations revealed that the algorithms for lock-in thermography one can find in the literature don’t show the same efficiency regarding amplitude and phase lag calculation. In this paper we only considered the case of a sinusoïdal IR signal. The influence of higher harmonics will be presented in a forthcoming paper. The four methods that we considered can be sort in increasing order of efficiency: the variance method (VM) , the standard lock-in method (SLIM), the 4-bucket method (4M) and the least-squares method (LSM). VM provides only amplitude data and 4M presents severe limitations regarding the « allowed » frequencies. One can thus conclude that the most precise and most versatile method is the least-squares method.
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Fig. 1. Standard deviation of the phase lag measured by three lock-in methods for different values of the sinusoïdal signal amplitude (expressed in digit level) contaminated with either low level noise (0.3 digit - left) or medium level noise (3 digits - right).
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Fig. 2. Noise attenuation factor obtained by the four consired lock-in methods for different values of the sinusoïdal signal amplitude (expressed in digit level) contaminated with either low level noise (0.3 digit - left) or medium level noise (3 digits - right).
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